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Who am I? 

Baidu, Inc. Beijing, China Rakuten Institute of Technology, 

New York 

¸ Ph.D. from Nagoya University (2009) 

¸ Internship at Google and Microsoft Research (2005, 2008) 

¸ R&D Engineer at Baidu, Japan (2009-2010) 

HAGIWARA, Masato (  ) 
Senior Scientist at Rakuten Institute of Technology, New York 
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Agenda 

Word Segmentation Transliteration 

Integrated Models 
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Word Segmentation in Chinese and Japanese 
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Maximum Forward Match 

     Ӎ  

[Wong and Chan 1996] 

 (day) 

 (Japanese) 

 (article) 

 (octopus) 

 (fish) 

Ӎ (how) 

 (say) 

lexicon 

Greedily match longest lexicon items 

from the beginning (or from the end) 

     Ӎ  
Japanese octopus how say 

How do you say octopus in Japanese? 
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Examples Where Maximum Match Fails 

    ԋ  ү   

     ԋ  ү   

  
Police 

  
gun-kill 

ԋ 
(perf.) 

 
that 

ү 
(mes.) 

  
escapee 

  
Police 

 
with 

  
gun-kill 

? ? ? 
¸ Heuristic rules 

¸ ñWord Bindingò Scores 

Police with gun kill (perf.) that escapee 
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Heuristic Approaches ï Minimum Bunsetsu Number 

[Yoshimura et al. 1983] 

            

  
Today 

   
really 

  
good 

  
weather 

  
is 

 
(part.) 

 
Now 

  
Japan 

  
really 

  
good 

  
weather 

  
is 

 
(part.) 

# of Bunsetsu = 4 

# of Bunsetsu = 5  n. (now) 

 n (today) 

... lexicon Optimizes for a whole sentence 
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What is Bunsetsu? 
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Minimum Bunsetsu Number 

Bunsetsu ( ) = [indep. word] [attch. word]* 

  
Today 

   
really 

  
good 

  
weather 

  
is 

 
(part.) 

# of Bunsetsu = 4 

indep. indep. indep. indep. attch. attch. 

ÍÉÎ ὧέίὸύ  

where 

ὧέίὸύ
ρ   ύ
π   ύ

           
is an indep. word 

is an attch. word 

A Special Case of Minimum Cost Methods 

[Yoshimura et al. 1983] 
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Word-based Models 

  
n. 

 
suf. 

  
v. 

 
pre. 

 
n. 

  
n. 

 
p. 

BOS EOS 

 
p. 

Tokyo 

East Capital Pref. in 

in 

live 

20 

10 

40 10 

10 

10 

10 
10 

10 

20 10 

ÍÉÎ ὧέίὸύ ὧέίὸύ ȟύ  

Kyoto 

¸ Training ... HMM, Perceptron, CRF,  ... 

¸ Decoding ... Viterbi algorithm, A*, ... 

[Kudo et al. 2004] 

 (east)  pre. 

֪ (Tokyo)  n. 
֪ (capital)  n. 

֪  (Kyoto)  n. 

 (Pref.) suf. 

 (in)  p. 

 (live) v. 

lexicon 
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Character-based Models 1 ï Character Tagging 

     ԋ  ү   

 
[B] 

 
[B] 

 
[S] 

 
[S] 

 
[I] 

 
[E] 

 
[I] 

 
[E] 

 
[B] 

 
[S] 

 
[I] 

 
[E] 

 
[B] 

 
[S] 

 
[I] 

 
[E] 

 
[B] 

 
[S] 

 
[I] 

 
[E] 

. . . 

¸ Training ... HMM, CRF,  ME ... 

¸ Decoding ... Viterbi algorithm, A*, ... 

[Xue and Shen 2003] [Peng et al. 2004] 

LMR Tagging 

 
[S] 

 
[B] [I] [E] 


